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Motivation

Multi-view medical image analysis 

often depends on the combination of 

informaton from multiple views.

Differences in perspective and other 

forms of misalignment can make it 

difficult to combine views effectively.

Data

CBIS-DDSM mammography images 

with CC and MLO views.

Breast tumor classification benefits 

from information from both views.

Results for CBIS-DDSM breast tumor classification
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Additional experiments

CheXpert chest X-ray with 

frontal and lateral views.

Conclusion

Combining multi-view 

information on a spatial level 

can outperform merging 

features after global pooling.

Baseline: Late join network

Merge information from views 

only after global pooling.

Cross-view transformer

Link views and transfer features 

at an intermediate, spatial level.

Data Science Group, Faculty of Science, Radboud University, Nijmegen, the Netherlands

www.ru.nl/das    ·    g.vantulder@cs.ru.nl

This research is part of the MARBLE project, 

funded by EFRO/OP-Oost.

MICCAI 2021, September 2021

Method

A cross-view transformer that 

can transfer features between 

unregistered views at the level 

of spatial feature maps.
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